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1. INTRODUCTION

Heme catalases are present in almost all aerobically respir-
ing organisms. They play an important role in defending cells
against oxidative damage by degrading hydrogen peroxide to
water and oxygen (2H2O2 f 2H2O þ O2).

1 Catalases carry
out this reaction in a remarkably efficient manner, which is
why they have also found applications in the food and textile
industries for detection and removal of hydrogen peroxide.1b

However, under certain conditions the efficiency of the
catalase reaction can decrease due to competition with un-
desirable side reactions that increase the risk of oxidative
damage of the cell. Altered catalase activity levels have been
implicated as an important factor in inflammation,2

mutagenesis,3 prevention of apoptosis,4 and stimulation of a
wide spectrum of tumors.5 Here we aim to understand the
factors that lead to a particular side reaction competing with
the main catalase activity, the oxidation of the protein by its
own heme cofactor (reaction 4).

The catalase reaction takes place in two steps. First, the resting
state of the enzyme reacts with one molecule of hydrogen
peroxide to form water and an oxoferryl porphyrin cation radical

(Por•þ—FeIVdO), termed compound I (Cpd I):

Enz ðPor- FeIIIÞ þH2O2fCpd I ðPor•þ—FeIVdOÞ þH2O ð1Þ
The latter is a highly oxidizing species that converts a second
molecule of hydrogen peroxide into molecular oxygen, thereby
closing the catalytic cycle:

Cpd I ðPor•þ—FeIVdOÞ þH2O2 f Enz ðPor- FeIIIÞ
þH2OþO2 ð2Þ

Reactions 1 and 2 constitute the main activity of catalases.
However, at low H2O2 concentrations and in the presence of
certain organic substrates (AH, e.g., phenols), Cpd I can also
undergo a one-electron reduction to form another intermediate,
termed compound II (Cpd II):

Cpd I ðPor•þ—FeIVdOÞ þ AH f Cpd II

ðPor- FeIV -OHÞ þ A• ð3Þ
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Interestingly, in the absence of AH, an endogenous protein
residue (aa), usually Tyr or Trp, can also reduce Cpd I:

Cpd I ðPor•þ—FeIVdOþHþ þ aaÞ f Cpd I�
ðPor- FeIV -OHþ aa•ð þ ÞÞ ð4Þ

The intramolecular electron transfer (ET) reaction 4 is often
referred to as “migration of the porphyrin radical into the
protein”, and this process is normally concomitant with proton-
ation of the oxoferryl bond.6 In fact, radical migration in
catalases6a and other heme proteins7 correlates with the observa-
tion of lengthening of the Fe-Odistance (from 1.6-1.7 to 1.8-
1.9 Å), indicative of a change from oxoferryl, FedO, to hydro-
xoferryl, Fe-OH. Themost likely proton donor was identified in
ref 6a to be the distal His.

Whereas for some heme proteins (e.g., in cytochrome c
peroxidases,7a catalase peroxidases,7b or lactoperoxidase8), for-
mation of a protein radical (i.e., Cpd I*) is necessary for
mediating the electron transfer between the heme and the
substrate, radical migration in catalases9 and P45010 is considered
an undesirable side reaction that competes with the main activity
of the enzyme. Nevertheless, reaction 4 has been suggested to be
themain catalasemechanism for Cpd I reduction in cells with low
H2O2 concentrations.11 Under these conditions, Cpd I reduc-
tion by hydrogen peroxide is slow and the alternative reduction by
protein residues could avoid a prolonged or frustated Cpd I state
that would result in an irreversible inactivation of the enzyme. In
peroxidases, it has been proposed that Cpd I* is an alternative
reactive intermediate in the oxidation of bulky substrates that
cannot access the heme active site.12 Therefore, understanding the
factors leading to radical migration could help to engineer new
catalytically competent protein radical sites for the oxidation of
substrates that cannot be oxidized at the heme active site.13

The factors that govern radical migration in specific heme
enzyme families such as catalases are poorly understood.

Recently, UV-vis spectroscopy and X-ray crystallography have
been used to study the Cpd I intermediates of Helicobacter pylori
catalase (HPC; Figure 1A) and Penicillium vitale catalase (PVC;
Figure 1B). HPC is a bacterial enzyme that can be used to study
oxidative stress because it is similar to mammalian catalases and
overexpression and mutagenesis are easier than for the eukar-
yotic enzymes,11b whereas PVC is used to remove the excess
hydrogen peroxide in food products.1b The results obtained
suggest that HPC forms a protein radical, in contrast to PVC,
where the radical remains on the heme.6a The different types of
intermediates that are formed (Cpd I* for HPC and Cpd I for
PVC) could be related to the type of heme present, heme b inHPC
and heme d in PVC (see panels C andD, respectively, of Figure 1).
However, it is known that heme b catalases different fromHPC do
form canonical Cpd I.14 Therefore, factors other than the type of
heme are likely to influence radical migration in catalases.

Knowledge of the reduction potentials of the catalase Cpd I
intermediates of HPC and PVC would help to clarify this issue.
Unfortunately, these are not available due to the short lifetime of
this redox intermediate. Using quantum mechanics/molecular
mechanics (QM/MM) molecular dynamics (MD) simulations,
we show herein that the difference in free energy for pure one-
electron reduction of Cpd I (“pure” means without coupled
proton transfer (PT)) is indeed very small and unlikely to be the
reason for the different redox behaviors of HPC and PVC. Our
simulations give evidence that it is the subsequent PT step from a
neighboring histidine residue to the ferryl oxygen that provides
the major driving force for radical migration. The thermody-
namic picture obtained for radical migration in the two catalases
may apply to other heme proteins forming Cpd I*.

This paper is organized as follows. In section 2 we describe the
QM/MM methodology for calculation of reduction and PT free
energies in the two catalases. The suitability of the DFT method
used for the QM part is investigated by comparing calculations
on Cpd I and Cpd II cofactor models with available experimental

Figure 1. Structures of HPC (A) and PVC (B). The protein is shown in cartoon respresentation with the four subunits colored in blue, red, yellow, and
green, respectively, and the heme groups are shown inCPK representation. Themolecular structures of heme b (C) and heme d (D) prosthetic groups of
HPC and PVC, respectively, are also displayed.
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data. After a description of the computational details in section 3,
we present in section 4 the calculated reduction free energies and
the crucial 2-D free energy surfaces describing the energetics for
protonation of the ferryl oxygen in the two enzymes. Thereafter,
possible electron-donating residues in HPC and PVC are ana-
lyzed, and the driving force of the full reaction 4 is estimated. This
work is concluded in section 5.

2. METHODOLOGY

2.1. Decomposition of the Radical Migration Reaction.
The radical migration reaction 4 can be divided into a reductive
half-reaction, i.e., a PT-coupled reduction of the heme from Cpd
I to Cpd II

Cpd I ðPor•þ—FeIVdOþHisHþ þ aaÞ þ e- f Cpd II

ðPor- FeIV -OHþHisþ aaÞ ð5Þ
and an oxidative half-reaction involving the oxidation of an amino
acid residue to form Cpd I*

Cpd II ðPor- FeIV -OHþHisþ aaÞ f Cpd I�
ðPor- FeIV -OHþHisþ aa•þÞ þ e- ð6Þ

If the protein radical cation aa•þ carries an acidic proton (as, e.g.,
the phenolic proton of the tyrosyl cation radical), it can relax by
transferring the proton to a neighboring base (B):

Cpd I� ðPor- FeIV -OHþHisþ Tyr-OH•þÞ
þ B f Cpd I� ðPor- FeIV -OHþHisþ Tyr-O•Þ

þ BHþ ð7Þ
Reaction 5 can be further divided into a pure one-electron
reduction reaction

Cpd I ðPor•þ—FeIVdOþHisHþÞ þ e- f Cpd II

ðPor—FeIVdOþHisHþÞ ð8Þ
and a PT reaction from the distal His to the ferryl oxygen

Cpd II ðPor—FeIVdOþHisHþÞ f Cpd II

ðPor- FeIV -OHþHisÞ ð9Þ
The PT-coupled reduction free energy of reaction 5, ΔAred

pt, is
thus the sum of the pure one-electron reduction free energy of
reaction 8, ΔAred, and the PT free energy of reaction 9, ΔApt:

ΔAred
pt ¼ ΔAred þΔApt ð10Þ

Similarly, we can combine the pure one-electron oxidation free
energy of reaction 6,ΔAox, with the PT free energy of reaction 7,
ΔApt0, to obtain the free energy of the full oxidation reaction,
ΔAox

pt0:

ΔAox
pt0 ¼ ΔAox þΔApt0 ð11Þ

In this work we compute the energetics of reactions 8 and 9,
i.e., the energetics of the reductive half-reaction 5, for the two
enzymes HPC and PVC using QM/MM calculations. The free
energy of reactions 6 and 7, i.e., the energetics of the full oxidative
half-reaction, ΔAox

pt0, will be estimated from available experi-
mental data. Combining the data of the two half-reactions, the
free energy of the full radical migration reaction 4, ΔA, will be

estimated as

ΔA ¼ ΔAred
pt þΔAox

pt0 ð12Þ

2.2. Calculation of the Reduction Free Energy. The reduc-
tion free energy of reaction 8 is obtained from the linear response
formula

ΔAred ¼ - ð ΔEh iO þ ΔEh iRÞ ð13Þ
with ΔE being the vertical energy gap, i.e., the difference in the
total potential energy of the oxidized (O) and the reduced (R)
states at fixed ionic configuration:

ΔE ¼ EO - ER ð14Þ
We emphasize that ΔE is the difference between the (N - 1)-
and N-electron potential energy surfaces, not the orbital energy
gap between highest occupied and lowest unoccupied molecular
orbital. When calculated for an equilibrium configuration of the
reduced (oxidized) state, ΔE is denoted ionization energy
(electron affinity).
ΔE is sampled along a molecular dynamics trajectory in the

oxidized state giving the thermal (or canonical) average of the
electron affinity, ÆΔEæO. Similarly, sampling of the vertical energy
gap in the reduced state gives the thermal average of the
ionization potential, ÆΔEæR. Sampling of the protein dynamics
is carried out with classical molecular dynamics (see details in
section 3.1), whereas the vertical energy gaps are obtained from
QM/MM calculations for the ensemble of configurations ob-
tained from the classical MD runs (see details in section 3.2).
Similar sampling schemes were employed in previous work.15

Insertion of the thermal averages into eq 13 gives the absolute
reduction free energy, ΔAred. This procedure was carried out
for both catalases HPC and PVC, yielding ΔAred(HPC) and
ΔAred(PVC). The computed absolute reduction free energies
cannot be directly compared to those from experiment, because
the energy gaps depend on the average absolute electrostatic
potential in our simulation cell, which is zero in periodic boundary
conditions, but finite in experiment (due to the presence of a
vapor-liquid interface). However, the relative reduction free
energy of the two catalases, given by

ΔΔAred ¼ ΔAredðPVCÞ-ΔAredðHPCÞ ð15Þ
does not depend on the absolute potential reference and thus can
be compared to experimental data.
2.3. Calculation of the Proton Transfer Free Energy. The

free energy of the water-mediated PT from the distal His to the
ferryl oxygen, reaction 9, was computed by means of the
metadynamics approach, originally developed by Laio and
Parrinello.16 Metadynamics is a computationally efficient meth-
od for the sampling of multidimensional free energy profiles and
is becoming increasingly popular in computational chemistry17

and biochemistry.18 Previous applications of this method to
condensed-phase chemical reactions have shown that metady-
namics can yield accurate free energy profiles. For instance, we
have shown for the first step of the alkaline hydrolysis of
formamide in aqueous solution that metadynamics19a can predict
the reaction barrier in good agreement with the more conven-
tional umbrella sampling method.19b Metadynamics has also
been successfully applied to study the molecular mechanism of
Cpd I reduction by hydrogen peroxide in catalase.20
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Here we use the extended Lagrangian implementation of
metadynamics as described in ref 21 in combination with
QM/MM. Metadynamics QM/MM runs are carried out in
the space spanned by two collective variables, CV1 and CV2,
defined in terms of coordination number differences, ΔNcoord.
CV1 =ΔNcoord(Ow,O;H1) =Ncoord(Ow-H1)-Ncoord(O-H1)
measures the degree of PT from the oxygen atom of the pocket
water molecule (Ow) to the ferryl oxygen atom (O), and CV2 =
ΔNcoord(Ow,Nε;H2) = Ncoord(Ow-H2) - Ncoord(Nε-H2)
describes the PT from the Nε atom of the distal His to
Ow. The coordination number difference is defined as
follows:21,22

ΔNcoordðA; B; CÞ ¼ NcoordðACÞ-NcoordðBCÞ

¼ 1- ðrAC=dcutÞp
1- ðrAC=dcutÞðp þ qÞ

" #
-

1- ðrBC=dcutÞp
1- ðrBC=dcutÞðp þ qÞ

" #

ð16Þ
where rAC and rBC are the interatomic distances, dcut is a
threshold distance for bonding, and p and q are exponents
which determine the steepness of the decay of ΔNcoord with
respect to rAC and rBC. For simulation details, we refer to sec-
tion 3.3.
2.4. Performance of DFT in Describing Structural and

Electronic Properties of Catalase Cpd I and II. The complex
electronic structure of the intermediates of heme catalases
requires a careful choice of the first-principles methodology
used to describe the relevant oxidation states of the two
catalases (Cpd I and Cpd II). In the following we assess the

performance of DFT by comparing the results previously
obtained by us and other groups concerning the structures,
electronic configurations, and ionization energies of catalase
and other heme enzymes with the available experimental
information.
2.4.1. Structures. In Table 1 we compare the experimental Fe-O

bond lengths with the computed distances for Cpd I and Cpd II
of catalases and other heme proteins. The B3LYP and BP86
functionals give similar bond lengths in most cases, reproducing
the available experimental values to within 0.05 Å or better.
Specifically, the FeIVdO bond length of PVC catalase Cpd I is
computed to be 1.68-1.71 Å at the BP86 level of theory, as
compared to the experimental value of 1.72 Å. For the FeIV-OH
bond of HPC Cpd I*, a bond length of 1.77-1.80 Å is obtained,
compared to 1.82-1.85 Å in experiment. Thus, we conclude that
the BP86 functional can reproduce both the absolute bond
length and the ∼0.1 Å increase of the Fe-O bond upon
proton-coupled reduction rather well.
2.4.2. Electronic Configurations and Spin States. Experimen-

tal EPR and ENDOR data14,23 have demonstrated that Cpd I of
heme enzymes can be described as an S = 1 Fe-O unit coupled
to an S = 1/2 porphyrin cation radical. For catalase, the coupling
between the two spins is ferromagnetic (i.e., a quartet ground
spin state),14 whereas it is antiferromagnetic23a (i.e., a doublet
ground spin state) for some peroxidases23b and cytochrome
P450.23c Nevertheless, the exchange interaction is very weak,
suggesting that the ground spin state is indeed a mixture of
ferromagnetically (quartet) and antiferromagnetically (doublet)
coupled spin states.24 Cpd II is EPR-silent due to the disappear-
ance of the porphyrin cation radical, and magnetic susceptibility

Table 1. Experimental and Computed Fe-O Distances for Cpd I, Cpd II, and Cpd I* for Several Heme Proteinsa

heme protein experimentb FedO modelc Fe-OH modelc

Cpd I

catalase (Tyr- 3 3 3Arg
þ) 1.76 (PMC)72 1.62-1.66 (B3LYP)27a,b,73 1.78-1.80 (BP86)6a

1.72 (PVC)6a 1.68-1.71 (BP86)6a

peroxidase (His 3 3 3Asp
-) myoglobin (His) 1.65 (HRP)74 1.63-1.70 (B3LYP)50,73a,75

1.64 (VBP)76

1.63-1.67 (BP86)77

P450 (Cys-) CPO (Cys-) 1.65 (CPO)78 1.63-1.69 (B3LYP)50,80 1.82 (BP86)77b

1.65 (P450)79 1.66-1.72 (BP86)77

Cpd II/Cpd I*

catalase (Tyr- 3 3 3Arg
þ) 1.87 (MLC)81 1.63-1.66 (B3LYP)73a 1.78-1.80 (B3LYP)49,50,73a

1.82-1.85 (HPC)6a 1.67-1.72 (BP86)6b, this work 1.77-1.80 (BP86)6a,b

1.65 (VBP)6c 1.79 (VBP)6c,d

1.79 (PW91)82

peroxidase (His 3 3 3Asp
-) 1.63-1.71 (B3LYP)32,49,50,73a

1.64/1.70/1.93 (HRP)74,83 1.65-1.69 (BP86)6b,77,80a,86 1.76-1.89 (B3LYP)32,49,50,73a

1.67/1.87 (CcP)7a,84 1.66-1.67 (PW91)87 1.78-1.80 (BP86)77,80a

myoglobin (His) 1.88 (BpKatG)7b,85 1.62 (von Barth-Hedin)86

1.69/1.92 (Mb)80a,84 1.68 (VWN)88

1.80-1.93 (B3LYP)80a,b,90

P450 (Cys-) 1.82 (CPO)6e 1.66-1.67 (B3LYP)80a,b,90 1.85 (BP86)77

CPO (Cys-) 1.82 (P450)89 1.71 (BP86)77 1.83 (PW91)82

aThe axial proximal ligand of the heme is indicated in parentheses. Values are given in angstroms. bAbbreviations used: PMC, Proteus mirabilis catalase;
PVC, Penicillium vitale catalase; HRP, horse radish peroxidase; CPO, chloroperoxidase; P450, cytochrome P450;MLC,Micrococcus luteus catalase; HPC,
Helicobacter pylori catalase; CcP, cytochrome c peroxidase; BpKatG, Burkholderia pseudomallei catalase peroxidase; Mb, myoglobin. cThe exchange-
correlation functional used is indicated in parentheses.
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measurements indicate an S = 1 Fe-O unit with a triplet ground
spin state.25 EPR and ENDOR spectra show that Cpd I* contains
an S = 1 Fe-O unit coupled to an S = 1/2 tyrosyl or tryptophanyl
radical.14b,26

In Table 2 we summarize electronic structure calculations
carried out for Cpd I and II in several heme enzymes using the
BP86 and B3LYP density functionals, as well as multireference
methods. We focus our discussion on the results obtained with the

functional used in this work (BP86). The electronic configuration
and ground spin state of catalase Cpds I and II6a,b,27 are in
agreement with those from experiment. Specifically, catalase Cpd
I shows three unpaired electrons (Figure 2A,C), two located on the
Fe-O moiety and the other delocalized over the porphyrin ring,
that couple ferromagnetically, yielding a quartet ground spin state.
Upon one-electron reduction (Cpd II), the unpaired spin density
on the porphyrin disappears (Figure 2B,D) due to the reduction of

Table 2. Relative Energies (kcal/mol) of the Low-Lying Spin States of Cpd I and Cpd II for Several Heme Proteinsa

Cpd I Cpd II

heme

protein

experimental ground

spin state

doublet-quartet energy

splittingb (kcal/mol)

experimental ground

spin state

singlet-triplet energy

splittingb (kcal/mol)

catalase (Tyr-) quartet14 þ0.6 (BP86)20 triplet6c,d,25 þ10.8 (BP86)c

-0.3, -0.05 (B3LYP)27b,51a

HRP (His) doublet23a -0.2, þ0.7 (B3LYP)51a,75b triplet25 þ11.4 (B3LYP)32

þ quartet24 þ10.7 (B3P86)32

þ16.5 (MPW1K)32

P450 (Cys-) doublet23c 0.0 (BP86)91 triplet78

-3.0 (BPW91)92

-0.04, -0.3 (B3LYP)80c,93

-1.8, -0.6 (CASSCF, CASPT2)93,94

CPO (Cys-) doublet23b -0.15 (B3LYP)95 triplet78

-0.9 (CASPT2)94

aThe axial proximal ligand of the heme is indicated in parentheses. A positive energy splitting means a quartet Cpd I or a triplet Cpd II ground spin state.
bThe DFT exchange-correlation functional or the multireference method used is indicated in parentheses. cThis work.

Figure 2. Calculated spin density distributions for catalase Cpd I and Cpd II: (A) HPCCpd I, (B) HPCCpd II, (C) PVCCpd I, (D) PVCCpd II. Spin
isodensity surfaces are plotted at -0.004 e Å-3 (red) and 0.004 e Å-3 (blue).
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the porphyrin cation radical, and thus, the ground spin state
becomes a triplet. In other words, the HOMO of the porphyrin
is half-filled in Cpd I and doubly occupied in Cpd II. Moreover,
BP86 predicts that the doublet-quartet spin splitting of Cpd I is
very small, in line with experimental evidence showing that the
ferromagnetic coupling is very weak in catalase.14b

2.4.3. Electron Affinities, Ionization Energies, and Proton
Transfer Energies. The performance of DFT in predicting the
ionization energies of porphyrins was tested by the groups of
Ghosh28 and Scheiner.29 It was found that the BP86 results30 are
in good agreement with the electrochemical data, with errors of
e0.15 eV for absolute ionization potentials and e0.05 eV for
electron affinities. We expect similar if not smaller errors for the
relative ionization potentials between the different porphyrin
cofactors investigated in this study.
There is no experimental information available on proton

transfer energies involving an oxoferryl 3 3 3water 3 3 3 histidine
system. However, benchmark calculations on Truhlar’s PA8
database of proton affinities of small molecules give a mean
unsigned error of 0.06 eV for BP86,31 showing that this func-
tional is expected to describe the thermodynamics of the PT
reaction well. It is worth mentioning that the water-mediated PT
from the distal His to the ferryl oxygen found here for HPC was
also described for Cpd II of another heme b-containing hydro-
peroxidase, horseradish peroxidase (HRP).32 Even though both
proteins have different axial ligands (tyrosinate in HPC and
histidine in HRP), the QM(DFT/B3LYP)/MM potential en-
ergy surface for HRP Cpd II gave a large stabilization upon
protonation of the ferryl oxygen (by 0.46 eV), similarly to what
we report for HPC (see section 4.2).

3. SIMULATION DETAILS

3.1. Classical MD. The starting points of the present simula-
tions are the X-ray structures of HPC (PDB code 2IQF) and
PVC (PDB code 2IUF). They include the complete tetrameric
proteins, shown in Figure 1A,B. The oxidation and protonation
states of the active site in each of the four catalase subunits is
shown in Figure S1, Supporting Information. In the oxidized (O)
state, all the hemes were considered to be in the Cpd I
configuration, whereas in the reduced (R) state only the heme
in subunit A was reduced to the Cpd II state. In both oxidation
states the oxoferryl group is unprotonated (i.e., FedO). The
distal His is protonated in protein subunits A and C and neutral
in B and D. Conventional (pH 7) protonation states were chosen
for all residues. The protonation state of the histidine residues
took into account their hydrogen bond environment, and all
aspartates and glutamates were taken as deprotonated to carbox-
ylate anion, except when there was a close contact between two
acidic residues. The proximal tyrosines (339 in HPC and 351 in
PVC) were taken as deprotonated. A total of 3.5 sodium ions per
subunit of HPC and 9 per subunit of PVC were added to neutralize
the protein structure. The system was enveloped in a box of
equilibrated TIP3P water molecules with volume 110.1 Å �
123.3 Å� 129.6 Å for HPC and 128.9 Å� 125.7 Å� 167.6 Å for
PVC. The total size of the system is 155541/244608 atoms,
respectively (31858/42238 protein and heme atomsþ 123683/
202370 water and counterion atoms).
The parameters employed for protein residues, the heme b in

HPC, and the heme d of PVC were the same as in our previous
work on catalase Cpd I.6a Only the parameters describing the
interaction between Fe and its ligands were slightly modified.

The equilibrium bond lengths and angles were substituted for
those obtained in the QM/MM geometry optimizations of
catalase Cpd I and Cpd II, and the FedO force constant was
re-estimated from a short QM/MMmolecular dynamics simula-
tion for catalase Cpd I.6a Atomic RESP charges were parame-
trized as follows. The QM/MM-optimized geometries of Cpd I
and Cpd II6a were used to build a simplified model comprising
the heme (as a porphyrin without substituents, except the cis-
hydroxy-γ-spirolactone in heme d), the proximal Tyr and Arg
(phenolate and methylguanidium), a water molecule, and the
distal His (methylimidazolium). The valences were saturated
with hydrogen atoms. Their positions were optimized with the
Gaussian program33 at the BP86/6-31þþG** level, whereas the
rest of the structure was kept at the CPMD QM/MM geometry.
ESP charges were obtained at the BP86/6-31þþG** level, and
the final RESP charges were fitted using the Antechamber
program34 of the AMBER package.35 The final parameters of
the O and R states are identical, except for the RESP charges of
the active site in subunit A (i.e., modeling Cpd I in theO state and
Cpd II in the R state).
The solvated O state was equilibrated in several steps. First, all

water molecules and counterions were relaxed with a gradient
minimizer, and then the protein was also minimized. Next, the
solvent was equilibrated for 400/600 ps (HPC or PVC, re-
spectively) at 150 K (protein constrained), followed by an
equilibration of the protein at the same temperature for 200/
200 ps. After equilibration at 150 K, the system was equilibrated
at 300 K for 1.0/2.5 ns by coupling to a heat bath at the desired
temperature. The system was equilibrated for 10 ns at 300 K and
constant pressure by coupling to a heat bath and a Berendsen
barostat, respectively. The following 10 ns of classical dynamics
were taken for QM/MM calculation of configurational averages
(ÆΔEæO; see section 2.2). The MD simulation of the R state was
started using as the initial geometry a snapshot of theO state after
2 ns of equilibration in the NPT ensemble. After equilibration for
10 ns, the following 10 ns were taken for the QM/MM calcula-
tion of ÆΔEæR. During both runs, the center of mass of each
subunit was constrained to the initial value with a harmonic force
constant of k = 5 kcal mol-1 Å-2 to avoid rotation of the entire
protein complex, which would bring protein atoms too close to
the boundary of the cubic unit cell. Analysis of the trajectories
was carried out using standard tools of AMBER35 and VMD.36

3.2. QM/MMEnergy Gaps.TheQM/MMmodel used for the
calculation of the energy gaps in eq 14 and reduction free energy
in eq 13 is illustrated in Figure 3. The QM region is comprised of
the heme ring, the axial ligand Tyr339/351, the proximal
Arg335/347, the distal His56/64, and the pocket water molecule
bridging the ferryl oxygen and His56/64. The QM region is
contained in a box of dimensions 16.88 � 20.00 � 18.83 Å3 for
HPC and 20.90 � 19.73 � 20.79 Å3 for PVC. The QM-MM
boundary was saturated with “dummy” hydrogen atoms located
at His56/64, Tyr339/351, Arg335/347, and the two heme b or
the one heme d propionates. As discussed in the Supporting
Information (Table S1 and Figure S2), this QMmodel (model 5
in the Supporting Information) reproduces the electronic dis-
tribution observed in EPR experiments and is sufficiently large
for converging the calculations of the energy gap in eq 14.
QM/MM calculations were performed using the CPMD

package37 in combination with the Amber99 force field used in
the classical MD simulation. Norm-conserving Troullier-Martins
pseudopotentials were used to describe the nuclei and core
electrons of the QM atoms. For iron, a 16 valence electron
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semicore pseudopotential was used. For all other atomswell-tested
valence pseudopotentials were used, as specified in refs 6a and 6b.
The electronic orbitals were expanded in plane waves using a
reciprocal space kinetic energy cutoff of 90 Ry. The exchange-
correlation functional was calculated according to Becke and
Perdew (BP86).38 A similar setup was successfully employed in
several previous DFT studies of heme enzymes.6a,b,20,39 The
electrostatic interaction energy between the QM andMM regions
was calculated by real space integration of the Coulomb interac-
tion between all MM atoms within a distance rNN = 5.3 Å of any
QM atom and the full electron þ nuclei density of the QM
subsystem.40 Table S2, Supporting Information, shows that the
energy gap in eq 14 is converged for this choice of the rNN cutoff
radius. All other MM atoms interact with the QM atoms using the
RESP charges assigned to the QM atoms.41 Long-range electro-
static interactions betweenMMatom pairs are described by Ewald
summation using the P3M implementation42 and a 256� 256�
256 mesh.
The vertical energy gap in eq 14 was calculated at the QM/

MM level of theory on n = 21 equidistantly spaced snapshots
extracted from the classical MD simulations of the oxidized (O)
and the reduced (R) states for each catalase (HPC and PVC)
(see section 3.1) to compute the thermal averages ÆΔEæO and
ÆΔEæR in eq 13. Table S3, Supporting Information, shows that
the average and the width of the thermal fluctuations of ΔE are
converged for the sampling density (i.e., the time interval

between two classical MD snapshots) used in the final calcula-
tions, 0.5 ns. The statistical uncertainty of the energy gap
calculations, σ/n1/2, where σ is the root-mean-square fluctuation
of the energy gap, is 0.06 eV for both HPC and PVC.
3.3. QM/MM Metadynamics. Calculations of PT free ener-

gies were performed on a slightly larger QMmodel that is shown
in Figure 4 (denoted QM model 8 in the Supporting In-
formation). Compared to model 5 used for the calculation of
the reduction free energy, it additionally includes the distal serine
and asparagine residues (Ser95/103 and Asn129/137) and two
water molecules hydrogen-bonded to these residues. The hydro-
gen bond between Ser and the distal His is expected to influence
the pKa of the imidazole group, whereas the hydrogen bond
between Asn and the pocket water may affect the polarization of
the water O-H bonds. The electronic structure method (DFT/
BP86) is the same as described above. We found that the
oxoferryl (FedO) form of HPC Cpd II is not stable against
thermal fluctuations and the PT occurs spontaneously, yielding
the hydroxoferryl (Fe-OH) configuration. Hence, the simula-
tion inHPCwas initiated from the product, Fe-OH. In contrast,
the FedO form of PVC Cpd II is stable, and thus, the simulation
was initiated from the oxoferryl reactant structure. Starting from
the optimized geometries of HPC Fe-OH Cpd II and PVC
FedO Cpd II, standard Car-Parrinello QM/MM molecular
dynamics simulation at room temperature was performed first to
equilibrate the system (∼ 1.7 ps for HPC and∼2.7 ps for PVC).

Figure 4. QM-MMpartition and reaction coordinates (CV1 and CV2) used in the metadynamics simulation of the PT from the distal His to the ferryl
oxygen in HPC and PVC. The QM region is shown in ball and stick representation, and the link atoms are colored in silver. Hydrogen atoms of the heme
group are omitted for clarity.

Figure 3. QM-MMpartition used in the calculation of the vertical ionization energies of Cpd I and Cpd II in HPC and PVC. The QM region is shown
in ball and stick representation, and the link atoms are colored in silver. Hydrogen atoms of the heme group are omitted for clarity.
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The following parameters were used: δt = 0.12 fs (time step),
μe = 700 au (fictitious electronic mass of the CP Lagrangian), ν =
650 cm-1 (frequency of the Nos�e-Hoover thermostat). Then,
metadynamics QM/MM simulations were initiated using the
two collective variables defined in section 2.3 and eq 16; see
Figure 4 for an illustration. The values for the threshold distance
(dcut) and the exponents (p and q) for the coordination numbers
are given in Table S4, Supporting Information. The parameters
for metadynamics, that is, the mass of the fictitious particle (M)
and the force constant (k) coupling the fictitious particle to the
real system, as well as the height (w) and the width (δs) of the
Gaussian history-dependent potential, are also summarized in
Table S4. A new Gaussian potential “hill” was added every 150
MD steps (i.e., 18 fs). A total of about 230/150 Gaussian hills
were added for HPC/PVC, respectively, to fully explore the 2D
free energy profile. In terms of simulation time, this corresponds
to ∼3.5 � 104/∼2.3 � 104 MD steps (∼4.1/∼2.7 ps). The
metadynamics simulations were stopped once recrossing to the
initial state was observed. The error for the obtained PT free
energy is expected to be of the same order as the resolution of the
hills being used (1 kcal/mol for HPC and 0.5 kcal/mol for PVC).

4. RESULTS AND DISCUSSION

4.1. Pure One-Electron Reduction Potential of Cpd I. In a
first set of simulations, we have investigated the free energy for
pure one-electron reduction of the heme active site of Cpd I of
HPC and PVC, reaction 8. The vertical energy gaps in eq 14 are
obtained from QM/MM calculations on protein configurations
sampled with classical MD, as described in section 3.1. The
thermal fluctuations of the energy gaps are shown in Figure 5 for
HPC and PVC. The energy for vertical insertion of an electron
into Cpd I (electron affinity, solid lines) fluctuates around 5.5 eV
for both proteins, whereas the energy for vertical removal of an
electron from Cpd II (ionization energy, dashed lines) fluctuates
around 7.2 eV. The difference between electron affinity and
ionization potential is a signature of the different protein and
solvent structures in the two oxidation states. Taking the thermal
averages and inserting them into eq 13, we obtain the free energy
for pure one-electron reduction,ΔAred, for the two catalases. The
difference in eq 15, which can be compared to experiment, is very
small, ΔΔAred = 0.03 eV. This is less than the statistical error of
our calculations (0.06 eV; see section 3.2).
The almost negligible difference in reduction potential is not

unexpected because experimental Fe3þ/2þ reduction potentials
of other heme b- and d-type proteins also fall within a similar
range.43 A breakdown of the total reduction free energy into
contributions from the heme (inner-sphere) and the protein and
solvent (outer-sphere) regions, ΔΔAred = ΔΔAred

i þ ΔΔAred
o,

givesΔΔAred
i =-0.09( 0.06 eV andΔΔAred

o = 0.12( 0.06 eV.
Thus, the intrinsic propensity for reduction of the heme
(ΔΔAred

i) is slightly larger for the heme d ring, in line with the
10-320 meV higher reduction potentials of synthetic chlorins
(similar to heme d) compared to synthetic porphyrins (similar to
heme b).44 On the contrary, the outer-sphere contribution due to
the protein and solvent (ΔΔAred

o), albeit small, has an opposite
sign, shifting the total difference close to zero. Therefore, our
calculations suggest that the different propensities for radical
migration in Cpd I of HPC and PVC are not caused by
differences in pure one-electron reduction free energies of the
heme b and heme d rings, respectively.

4.2. Proton Transfer Free Energies for Cpd II. In a second
series of simulations we have computed the free energy for PT
from the protonated distal His56/64 (HPC/PVC residue
notation) to the ferryl oxygen atom of Cpd II, reaction 9. In
both enzymes His56/64 is not directly hydrogen bonded to the
ferryl oxygen but via a crystal water molecule (see Figure 4),
which is very stable against thermal fluctuations and well posi-
tioned to mediate the PT. We have chosen two collective
variables (CVs) to describe the water-mediated PT, as indicated
in Figure 4A (see details in section 3.3). CV1 describes the PT
from the water molecule to the ferryl oxygen and CV2 the PT
from the distal His to the pocket water. A 2-D free energy surface
(FES) along these coordinates was mapped out using QM/MM
metadynamics calculations.
The FES obtained for HPC is displayed in Figure 6, left panel.

There is one single pathway connecting the reactants (Por—
FeIVdOþ HisHþ) to the products (Por-FeIV-OHþ His). It
shows two degenerate minima, R and R*, corresponding to the
reactant state of Cpd II (Por—FeIVdO þ HisHþ). Going from
R to R* the hydrogen bonds O-H1 and Ow-H2 shorten,
generating the polarization required for the break of the Ow-
H1 bond at the TS. After the TS is reached, the H1 proton is fully
transferred from the pocket water to the oxoferryl group,
generating a transient hydroxide species that is immediately
quenched to water by transfer of the H2 proton from the distal
HisHþ. The resulting product state, Cpd II (Por-FeIV-OH þ
His), is represented by two minima, P and P*, differing in the
hydrogen bond pattern of the crystal water. The active site
structures corresponding to the stationary points of the free
energy surfaces are given in the Supporting Information (Figure
S3). From the energetic point of view, the barrier for PT is small,
about 0.09 eV, whereas the reaction free energy,ΔApt, is large and
negative,-0.65( 0.04 eV. Thus, reaction 9 is predicted to occur
with a high driving force in HPC. This is in agreement with a
previous experimental study on Proteus mirabilis catalase (PMC),
a heme b-containing catalase similar to HPC, showing that
protonation of the oxoferryl group of Por—FeIVdO is
irreversible.6c,d

The corresponding FES for PVC is shown in Figure 6, right.
Two main differences are noticeable when compared to the FES
of HPC. First, both covalent bonds Ow-H1 and Nε-H2 are
broken in the TS, and the two protons H1 and H2 are transferred

Figure 5. Fluctuations of the vertical energy gap ΔE (eq 14) at 300 K
for the pure one-electron reduction of the heme Cpd I to Cpd II,
reaction 8.
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almost simultaneously (see Figure S4, Supporting Information),
in contrast to HPC, where the proton transfer happens in a more
sequential fashion.45 Second, the barrier for PT is slightly larger,
0.15 eV. Third and most strikingly, the reaction free energy is
only ΔApt = -0.19 ( 0.02 eV. Thus, reaction 9 is significantly
less exergonic in PVC than in HPC, by ΔΔApt = ΔApt(PVC)-
ΔApt(HPC) = 0.46 ( 0.04 eV. As we will argue further below,
this large difference in the driving force for PT in Cpd II is likely
to be the main reason for the different propensities of radical
migration in the two enzymes.
The free energy for PT from the distal His to the oxoferryl can

be written in terms of the pKa difference between these two
groups:

ΔApt ¼ 0:059ΔpKa

¼ 0:059½pKaðHisHþÞ- pKaðFe-OHÞ� ð17Þ
Therefore, the larger driving force in HPCmay be due to a lower
pKa of the distal His and/or a higher pKa of the hydroxoferryl
compared to PVC. Table 3 shows the pKa of the distal His of
three hydroperoxidases: bovine liver catalase (BLC; a small
subunit catalase similar to HPC), Aspergillus niger catalase
(ANC; a large subunit catalase similar to PVC), and horse radish
peroxidase (HRP).46 The distal His in ANC Cpd I is slightly
more basic (6.1) than in BLC (5.5), and thus, it is reasonable to
think that the pKa of the distal His in PVC Cpd I will also be
higher than in HPC. The basicity of the distal His in BLC Cpd II
is higher (8.0) than in Cpd I (5.5). This effect of the oxidation
state of the heme in the pKa of the distal His was also observed for
HRP.47 Although there are no experimental data for Cpd II of
any heme d-containing catalase, our previous results on the
catalase reaction20 suggest that the distal His is also more basic in
PVCCpd II than inHPC. Even thoughwe could not estimate the
pKa, we showed that the different pKa values of the distal His in

HPC and PVC are probably due to a combined effect of the
protein environment and not due to the different types of heme.
This is in line with both BLC and HRP containing heme b but
having different pKavalues (HisH

þ) (see Table 3). However,
assuming the difference in pKa(HisH

þ) between HPC and PVC
Cpd II is the same as that in Cpd I (6.1- 5.5 = 0.6 pKa units), the
contribution of the distal His to ΔΔApt would be only 0.03 eV.
Therefore, themain determinant of the different energetics of the
PT is the oxoferryl group being more basic in HPC than in PVC.
The pKa of heme b-containing catalases, such as PMCorHPC,

is not precisely known due to the difficulty in characterizing the
Fe-OH band in the RR spectrum (see the discussion in ref 48)
and the lack of EXAFS and RR experiments at acidic pH.49 The
pKa of the oxoferryl group in catalase has been proposed

49 to be
an intermediate case between thiolate-ligated enzymes (such as
chloroperoxidase (CPO) and cytochrome P450) and imidazole-
ligated heme proteins (such as hemoglobin (Hb), myoglobin
(Mb), HRP, and cytochrome c peroxidase (CcP)). The larger
basicity of the oxoferryl group for thiolate-ligated heme proteins
compared to imidazole-ligated heme proteins49,50 has been
explained by a larger π donation from the anionic cysteinate
compared to the neutral imidazole.6d,e In catalases the negative
charge of tyrosinate ligand is partially counteracted by a nearby
arginine, and thus, the pKa(Fe-OH) is lower than for thiolate-
ligated heme proteins, but still higher than for imidazole-ligated
heme proteins. Similarly, we propose that the larger basicity of
the ferryl oxygen in HPC compared to PVC may be explained
qualitatively, in terms of a simple orbital picture. Reduction from
Cpd I to Cpd II is essentially the insertion of an electron into the
LUMO of the porphyrin. This orbital has A2u symmetry in HPC
(i.e., it has nodes in the pyrrole nitrogens and the meso carbons;
see Figure 2A)6a and A1u symmetry in PVC (i.e., it has nodes in
the pyrrole carbon atoms; see Figure 2C). As the A2u orbital
mixes more effectively with the π system of the proximal
tyrosinate ligand, the electron density in HPCCpd II is increased
on the Fe-Tyr bond and, due to the push-pull effect,51 also on
the Fe-O bond. This results in a more negatively charged
oxoferryl group in HPC and thus a higher proton affinity.
4.3. Electron-Donating Protein Residue. For a complete

description of radical migration (eq 4), it is necessary to
investigate possible amino acids that can reduce Cpd I. HPC
and PVC Cpd I have not been characterized by EPR spectros-
copy yet, and therefore, the location of the possible protein
radical is not known. However, the type and location of the
protein radical are known for other catalases. A tyrosyl radical has
been detected for bovine liver catalase (BLC) at Tyr369.9a On

Figure 6. 2-D free energy surfaces corresponding to proton transfer from the distal histidine to the ferryl oxygen, reaction 9, for HPC and PVC.

Table 3. pKa Values of the Distal Histidine, pKa(HisHþ), in
Several Hydroperoxidasesa

heme redox state BLC ANC HRP

Cpd I e5.5b 6.1d 5.0f

Cpd II 8.0c nae 8.6f

aAbbreviations: HRP, horseradish peroxidase; BLC, bovine liver cata-
lase; ANC, Aspergillus niger catalase. b Estimated from the pH profile of
the inhibition of catalase Cpd I by 3-aminotriazole in BLC and ANC.96
c From ref 97. d From ref 96b. eThe pKa of the distal His in Cpd II of large
subunit catalases (such as ANC or PVC) cannot be estimated because
these catalases are apparently not reduced to Cpd II.98 f From ref 47.
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the basis of sequence alignment and the similarity of the local
structure environment compared to BLC, a tyrosine (Tyr370)
was also proposed to form a protein radical in the human
erythrocyte catalase (HEC).9b

To analyze possible electron-donating residues in HPC and
PVC, we took into account the following selection criteria: (i)
Only Tyr and Trp residues are considered as possible radical sites
in Cpd I*, as most protein radicals detected in oxidized heme
proteins correspond to either of these amino acids.52 (ii) Only
residues within 14 Å of the edge of the heme ring are considered,
since direct electron tunneling at a significant rate is thought to
be limited to this distance.53 (iii) The electron transfer is favored
if the electron-donating residue is connected via a hydrogen bond
path to the heme, or to axial iron ligands, because electrons
tunnel along hydrogen bonds faster than through a vacuum.54

(iv) The electron-donating residue should form a hydrogen bond
either directly or indirectly via a relay to a proton acceptor to
stabilize the acidic tyrosyl or tryptophan radical cation by PT.52

According to our analysis of the crystal structure of HPC, there
are 18 possible candidates that fulfill criteria i and ii (12 Tyr and 6
Trp residues). Of these residues, we believe that HPC Tyr351 is
the most likely electron donor for the following reasons. It is the
closest to the heme b cofactor (7.39 Å), and it is well connected
to the latter by two ET pathways (see Figure 7 , left, for an
illustration). One pathway leads from the phenyl ring of Tyr351
to the water molecule hydrogen bonded to it and further on to
the carbonyl group of the proximal Tyr339 that coordinates the
Fe ion. A similar pathway was suggested for HEC9b and for the
P450-putaredoxin complex.55 The other pathway leads from
the water molecule hydrogen bonded to Tyr351 to His343 and
further on to one of the propionate side chains of the heme
group. A similar electron tunneling pathway was proposed for
ascorbate peroxidase (APX).56 In addition to providing an
electronic conduit, the water molecule connecting Tyr351 with
His343 could also act as a relay for the proton transfer from the
highly acidic tyrosine radical cation (pKa = -2)57 to His343.
Thus, Tyr351 fulfills all the selection criteria listed above.
Moreover, Tyr351 is equivalent to Tyr369 of BLC and to
Tyr370 of HEC, both of which were shown to be the radical
site in Cpd I*.9,14a

Similar considerations hold for PVC. There are 4 Tyr and 3
Trp residues within 14 Å of the heme group. Among them,
Tyr318 is the electron-donating amino acid closest to the heme d
group (8.89 Å; see Figure 7 , right), and it is connected to the
heme by a hydrogen bond pathway that leads from the phenyl
ring of Tyr318 via a water molecule to Arg101 and one of the
propionate groups of the heme, thus providing a reasonable ET
pathway, in terms of both distance and efficiency.54a,58Moreover,

the resulting tyrosyl cation radical can be deprotonated by a
nearby glutamate (Glu323) via the water molecule. A similar
deprotonation pathway has been proposed for the bacterial
photosynthetic reaction center.59 On the basis of these argu-
ments, we propose that Tyr318 is the most likely electron donor
in PVC Cpd I.
4.4. Proton-Coupled Oxidation Free Energies. As shown in

eq 11, the reaction free energy for the PT-coupled oxidation of
Tyr351/318, ΔAox

pt0, can be estimated as the sum of the pure
one-electron oxidation free energy of TyrOH to TyrOH•þ,
ΔAox, and the free energy for PT from TyrOH•þ to the proton
acceptor (His343 for HPC and Glu323 for PVC):

ΔApt0 ¼ 0:059ΔpKa

¼ 0:059½pKaðTyrOH•þÞ- pKaðBÞ� ð18Þ

Taking the experimental data for oxidation free energy and pKa

values in aqueous solutions, ΔAox = 1.44 eV (vs NHE) for
tyrosine,60 and pKa = -2, 6.15, and 4.5 for the tyrosyl radical
cation, histidine, and glutamic acid, respectively,57,61 we obtain
PT-coupled oxidation free energies (ΔAox

pt0) of 0.96 and 1.06 eV
(vs NHE) for HPC and PVC, respectively.
The values obtained for ΔAox

pt0 are approximate since they
have been estimated by using experimental data for aqueous
solutions, not for the protein environment. Therefore, it is worth
trying to quantify the uncertainty of this estimation. The oxida-
tion free energy of tyrosinemay be affected by∼0.1 eV due to the
change in hydrogen-bonding to the phenolic proton.62 Hydro-
gen-bonding to a proton-accepting amino acid decreases
ΔAox

pt0,63 and this shift is expected to be larger for HPC than
for PVC because His343 is a stronger base than Glu323.63b

Besides, the pKa of the proton acceptor may also change due to
protein electrostatic interactions. The pKa of His343 in HPC is
probably higher due to the hydrogen-bonding to the negatively
charged heme propionate, lowering ΔApt0. For instance, in
photosystem II, the histidine residue acting as a proton acceptor
in the oxidation of tyrosine is hydrogen-bonded to a glutamate,
and its pKa is 7.5,

64 i.e., a -0.08 eV shift compared to that in
solution. On the other hand, the pKa of Glu323 in PVC is
expected to be lowered by the salt bridge to Arg101, raisingΔApt0
by∼0.0165 to 0.0266 eV.67 Considering all these factors, the PT-
coupled oxidation free energies (ΔAox

pt0) are 0.96 ( 0.15 and
1.06 ( 0.15 eV (vs NHE) for HPC and PVC, respectively.
The free energy difference between the two catalases,

ΔΔAox
pt0 = ΔAox

pt0(PVC) - ΔAox
pt0(HPC), is thus 0.10 eV.

Interestingly, this difference is due to the different pKa values of
the proton acceptors (His343 of HPC and Glu323 of PVC).
Therefore, the main determinant of the different energetics of

Figure 7. Proposed tyrosyl radical sites in HPC (Tyr351) and PVC (Tyr318). The distance and the possible ET pathways (blue arrows) from the
tyrosine residue to the heme, as well as the possible PT pathways (red arrows) from the tyrosyl radical to the proton acceptor (His343 in HPC and
Glu323 in PVC), are also shown.
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tyrosine oxidation is the proton acceptor being more basic in
HPC than in PVC.
4.5. Reaction Free Energy of Radical Migration into the

Protein (Reaction 4). Table 4 summarizes the data for the
reductive half-reaction obtained from QM/MM calculations in
sections 4.1 and 4.2 (bold font) and the data for the oxidative
half-reaction obtained from experimental data in section 4.4
(marked with an asterisk). Combining all data, we can calculate
the difference in the driving force for protein radical migration in
HPC and PVC, reaction 4:

ΔΔA ¼ ΔΔAred
pt þΔΔAox

pt0 ð19Þ
whereΔΔA =ΔA(PVC)-ΔA(HPC). We obtainΔΔA = 0.59(
0.07 eV (where we include the statistical error due to the com-
putation of ΔΔAred

pt only), showing that radical migration in
HPC is significantly favored as compared to that in PVC, in
agreement with the experimental findings.6a In addition, we show
that the main factor contributing to this difference is the free
energy for proton transfer from the distal His to reduced Cpd I
(ΔApt = 0.46 ( 0.04 eV).
While the relative free energy difference in 19 is a measure of

the tendency to form a protein radical among different enzymes,
it does not give information as to whether a protein radical is
actually formed. This information is given by the absolute ET free
energy for each protein, ΔA. The computation of this quantity
would require the calculation of energy gaps for tyrosine oxida-
tion using QM/MM, with the corresponding free energy to be
added to the free energy for Cpd I reduction. This calculation is
fraught with technical problems and is likely to be inaccurate, in
particular due to the different dependences of the energy gaps
with respect to the QM size chosen for the oxidative and
reductive half-reactions.
Alternatively, we relate here the computed QM/MM reduc-

tion free energies to the experimental redox potential scale by
assuming that ΔAred

pt of HPC is equal to the experimental value
for another heme b-containing hydroperoxidase, HRP,68 with
ΔAred

pt = -0.88 eV vs NHE (note the negative value for the
reduction free energy as opposed to the positive reduction
potential of HRP). Using this value together with the calculated
values for the reductive half-reaction and the data for the
oxidative half-reaction, one can construct a free energy profile
vs NHE for the single reaction steps that constitute radical
migration in HPC and PVC (Figure 8).
As illustrated in Figure 8, the pure one-electron reduction of

Cpd I to Cpd II is favorable with respect to NHE (ΔAred < 0) by

about 0.2 eV, and the difference between HPC and PVC
(ΔΔAred = 0.03 eV) is negligibly small, as noted in section 4.1.
PT from the distal His to the ferryl oxygen of Cpd II further
lowers the free energy (ΔApt < 0) in both enzymes, but the
reaction is much more exergonic for HPC (ΔΔApt = 0.46 eV), as
noted in section 4.2. The PT-coupled oxidation of the tyrosine
residue has a high energy penalty (ΔAox

pt0 > 0) in both catalases,
albeit slightly larger for PVC (ΔΔAox

pt0 = 0.10 eV; see section
4.4). Adding up all contributions, we obtain estimates of ΔA =
ΔAred

ptþΔAox
pt0 = 0.08 eV for HPC and 0.67 eV for PVC. Thus,

radical migration is predicted to be close to thermoneutral in
HPC, but it is clearly endergonic in PVC, in line with the
experimental observation that radical migration occurs in HPC,
but not in PVC. Moreover, the main determinant of this different
behavior is that the free energy released by PT from the distal His
to FedO in PVC is not large enough to compensate for the high
energy penalty to be paid for the (PT-coupled) oxidation of
Tyr318.
As noted above, our estimate for ΔA is based on two

assumptions: (i) that the PT-coupled reduction free energy in
HPC is the same as inHRP and (ii) that the oxidation free energy
of the electron-donating Tyr residue and the pKa values of the
residue accepting the acidic proton of the tyrosine radical cation
are the same as in aqueous solution. In the following we
comment on the validity of these approximations. The heme
reduction potential is known to be affected by the type of heme,
the axial iron ligation, and the solvent accessibility.69 Although
both HPC and HRP contain the same type of heme (heme b),
the negatively charged tyrosinate ligand in HPC is expected to
increase ΔAred

pt compared to the histidine ligand in HRP,51a

whereas the buried heme pocket inHPC probably lowersΔAred
pt

compared to the water-accessible active site in HRP. Altogether,
we expect that the uncertainty in the absolute reduction potential
of HPC is on the order of 0.1-0.2 eV. For instance, the Fe3þ/2þ

Figure 8. Comparison of the free energy profile (vs NHE) for radical
migration in HPC (red) and PVC (blue). The free energy of HPC Cpd
II (Fe-OH) was set equal to the experimental reduction free energy of
HRP Cpd I vs NHE,-0.88 eV. Energy levels denoted by an asterisk are
estimated from experimental data; all other energy levels were obtained
from QM/MM computations. Data are taken from Table 4.

Table 4. Summary of Computed and Experimental Reduc-
tion, Oxidation, and Proton Transfer Free Energies for HPC
and PVCa

free energy component HPC PVC PVC - HPC

ΔAred
b -0.23 ( 0.04 -0.20 ( 0.04 0.03 ( 0.06

ΔApt
c -0.65 ( 0.04 -0.19 ( 0.02 0.46 ( 0.04

ΔAred
pt d -0.88* -0.39 ( 0.07 0.49 ( 0.07

ΔAox
pt0 e 0.96* 1.06* 0.10*

ΔAf 0.08 0.67 ( 0.07 0.59 ( 0.07
aValues in bold font were obtained directly from QM/MM calculations
(sections 4.1 and 4.2), values marked with an asterisk were estimated
from experimental data (sections 4.4 and 4.5), and all other values were
obtained by combining computed and experimental data. All values are
given in electronvolts. bReaction 8 and eq 13. cReaction 9. dReaction 5
and eq 10. eReactions 6 and 7 and eq 11. fReaction 4 and eq 12.



4296 dx.doi.org/10.1021/ja1110706 |J. Am. Chem. Soc. 2011, 133, 4285–4298

Journal of the American Chemical Society ARTICLE

reduction potential of HRP70 is 0.06 eV higher than that of
BLC.71 The uncertainty in the oxidation potential of tyrosine and
the pKa values of the protein residues is about 0.15 eV (see
section 4.4). While these uncertainties may change the precise
numerical value of ΔA within a reasonable range, they will not
change our qualitative findings. That is,ΔA is near thermoneutral
for HPC, but it is clearly positive for PVC. Thus, radical
migration can occur spontaneously in HPC, but is thermodyna-
mically unfavorable in PVC.

5. CONCLUDING REMARKS

In this work, we have investigated the main factors governing
the formation of Cpd I* in two different catalases: HPC and PVC.
The two proteins belong to different clades within the catalase
family. HPC is a small subunit clade 3 catalase and contains heme
b (iron protoporphyrin IX), similar to other catalases such as
PMC, BLC, or HEC. Instead, PVC is a large subunit clade 2
catalase and contains heme d (Figure 1). Applying QM/MM
molecular dynamics simulation, we have found that radical
migration is more favored in HPC than in PVC (ΔΔA < 0),
supporting earlier suggestions that HPC forms a protein radical
as opposed to PVC.We have also demonstrated that the different
redox behaviors of the two proteins are due to the different
energetics for PT from the distal histidine to the ferryl oxygen of
reduced Cpd I. In HPC the free energy released by PT is large
enough to compensate for the energy cost of removing an
electron from the protein residue (tyrosine), as opposed to that
of PVC. The lower basicity of the ferryl oxygen in PVC is
probably related to the heme modification (heme d instead of
heme b), which alters the nature of the electron-accepting orbital
and with it the electron charge distribution that determines the
proton affinity.

According to the reaction scheme in Figure 8, protein radical
migration inHPC is “thermodynamically driven” by PT. This can
be concluded irrespective of the mechanism of the PT-coupled
radical migration, which we have not investigated in this work
(PT followed by ET, ET followed by PT, or concerted). In other
words, by stating that PT drives protein radical formation, we do
not mean that PT occurs first and ET occurs second, but that
ferryl oxygen protonation is required to make Cpd I* a stable
species.

Our investigation confirms the view that heme b-containing
catalases, such as HPC, are more prone to undergo radical
migration than heme d-containing catalases, such as PVC. Our
results also suggest that oxoferryl protonation is a key factor
regulating radical migration in catalase and possibly also in other
hydroperoxidases forming Cpd I*. Moreover, the present study
points out the importance of hydrogen-bonding networks in the
formation of tyrosyl radicals in catalases, similar to photosystem
II64 and the photosynthetic reaction centers.59 The role of
Tyr351 as a potential electron donor to the porphyrin radical
cation of HPC may be probed by experimental EPR and
mutagenesis studies of this residue.
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